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 Abstract 
This study proposes an enhanced Deep Neural Network 

(Deep-NN) model for phishing intrusion detection in web-

enabled financial information systems. The approach 

combines Principal Component Analysis (PCA) for feature 

optimization with both supervised and unsupervised 

learning techniques to improve detection accuracy and 

efficiency. Data pre-processing and dimensionality 

reduction were implemented in Python (Spyder IDE), while 

MATLAB was used for model training, validation, and 

testing. Performance was evaluated using regression (R), 

mean square error (MSE), and Jaccard similarity index. 

Results show a 90% classification precision with a 10% error 

rate, outperforming existing models in the literature. The 

findings demonstrate the model’s potential to strengthen 

cyber defense mechanisms in financial systems through 

robust and adaptive phishing detection. 

 

Introduction 

Phishing remains one of the most persistent cybersecurity 

threats targeting financial institutions, exploiting 

vulnerabilities in online communication channels to deceive  
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users into divulging sensitive information (Bambang & Riri, 2020). These attacks often 

impersonate trusted entities, such as banks, payment processors, or e-commerce 

platforms, to lure unsuspecting users into disclosing login credentials, credit card 

details, and other sensitive data. The rapid evolution of phishing techniques—ranging 

from AI-generated scam content to adaptive website cloning—has significantly 

increased the sophistication and success rates of attacks (Olatunji & Adeyemo, 2025). 

Modern phishing kits can automatically replicate legitimate websites within minutes, 

making it extremely difficult for conventional detection systems to keep up. Traditional 

detection mechanisms, which often rely on static blacklists or rule-based systems, are 

increasingly ineffective in detecting these advanced threats (Idriss et al., 2020). 

Attackers frequently alter domain names, URLs, and content structures, bypassing 

signature-based filters. These outdated systems also suffer from high false-positive 

rates, reduced accuracy, and poor adaptability to evolving phishing strategies (Zhang 

et al., 2023). As phishing campaigns leverage high-dimensional data patterns to mimic 

legitimate activities, identifying malicious intent becomes a complex computational 

challenge (Akinkitan, 2024). The challenge is particularly critical in the context of 

financial systems, where the compromise of user accounts can result in severe 

economic losses, identity theft, and significant reputational damage to institutions. 

Regulatory compliance requirements, such as anti-money laundering (AML) and 

know-your-customer (KYC) mandates, further increase the need for accurate and 

timely detection. Given these realities, there is a pressing need for intelligent and 

adaptive detection mechanisms that can analyze complex, high-dimensional datasets 

in real time (Bambang & Riri, 2020). Such systems must be capable of identifying subtle, 

non-linear patterns that distinguish fraudulent activities from legitimate transactions. 

Machine learning, particularly Deep Neural Networks (DNNs), offers the capacity to 

learn intricate phishing patterns and generalize across varied attack scenarios (Idriss et 

al., 2020). By training on large and diverse datasets, DNNs can improve resilience 

against zero-day phishing campaigns. Furthermore, the integration of dimensionality 

reduction techniques, such as Principal Component Analysis (PCA), can enhance 

computational efficiency while maintaining or improving detection accuracy (Zhang et 

al., 2023). PCA reduces redundant and irrelevant features, allowing the model to focus 

on the most discriminative attributes of phishing activity. 

In this context, developing advanced phishing intrusion detection systems that 

combine deep learning with feature optimization techniques is essential to address the 

growing sophistication of cyber threats (Olatunji & Adeyemo, 2025). Such an approach 

holds the potential to significantly reduce false positives, improve detection rates, and 

provide a scalable defense against the ever-changing landscape of phishing attacks. The 

aim of this study was to design, implement, and evaluate an improved phishing 

intrusion detection system using a Deep Neural Network (Deep-NN) framework 

enhanced with Principal Component Analysis (PCA) for feature optimization. The 
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objectives included: (i) extracting and selecting optimal phishing features using PCA 

to minimize redundancy; (ii) developing a Deep-NN model to classify legitimate and 

phishing transactions; and (iii) assessing system performance using metrics such as 

Mean Square Error (MSE), Regression (R), and Jaccard Similarity Index. 

 

Related Literature 

Phishing attacks remain a major cybersecurity challenge, especially in financial 

information systems where sensitive user credentials are frequently targeted (Bambang 

& Riri, 2020). Traditional detection techniques, such as blacklist-based filtering and 

rule-based classification, have been shown to be insufficient in mitigating evolving 

phishing strategies due to their inability to adapt to zero-day threats (Zhang et al., 

2023). The increasing sophistication of phishing methods, such as adaptive website 

cloning and AI-generated scam messages, necessitates advanced detection 

mechanisms that leverage machine learning and artificial intelligence (Olatunji & 

Adeyemo, 2025). 

Deep Neural Networks (DNNs) have emerged as a powerful tool for detecting phishing 

intrusions because of their capacity to model complex, non-linear relationships 

between features (Idriss et al., 2020). Studies have demonstrated that DNN-based 

detection systems can achieve higher accuracy rates compared to traditional classifiers 

like Support Vector Machines (SVM) or Decision Trees (Alsharnouby et al., 2022). 

These models, when trained on diverse phishing datasets, can identify subtle patterns 

in URL structures, HTML content, and transaction metadata that are often overlooked 

by conventional techniques. 

Feature optimization plays a crucial role in improving detection efficiency, especially 

when dealing with high-dimensional data typical of phishing datasets. Principal 

Component Analysis (PCA) is one of the most widely adopted dimensionality reduction 

methods due to its ability to transform correlated variables into a smaller set of 

uncorrelated features without significant loss of information (Jolliffe & Cadima, 2016). 

Recent works have shown that integrating PCA with machine learning classifiers 

significantly improves training speed and reduces overfitting, while maintaining high 

detection accuracy (Al-Duwairi et al., 2021). 

Hybrid approaches that combine supervised and unsupervised learning techniques 

have also gained attention in phishing detection research. For example, clustering 

algorithms such as k-Means or DBSCAN have been used alongside supervised models 

to enhance classification performance by pre-grouping similar data points before 

training (Pham et al., 2023). These approaches have proven effective in filtering noisy 

data and improving the precision of phishing detection systems. 



 

Page 4              JSDR Vol. 9 (9) AUGUST, 2025 E-ISSN 3026-9989 P-ISSN 3027-0219 

 

Journal of Scientific Development Research JSDR2025 [E-ISSN 3026-9989 P-ISSN 3027-0219] Vol. 9 

Performance evaluation metrics such as Mean Square Error (MSE), regression 

correlation (R), and the Jaccard similarity index are widely used in model validation to 

ensure both accuracy and reliability (Zhang et al., 2023). For phishing detection systems 

deployed in financial environments, high classification precision is essential to 

minimize false positives, which can lead to unnecessary user account suspensions and 

operational inefficiencies. 

 

Methodology  

This study followed a four-stage experimental workflow to ensure reproducibility, 

transparency, and methodological rigor. Figure 1 illustrates the research process from 

data pre-processing to model evaluation. 

a) Data Pre-processing: The dataset used for this experiment comprised both 

phishing and legitimate traffic instances sourced from publicly available phishing 

repositories and verified financial system logs. The dataset contained 50 extracted 

features, including URL structure metrics, HTML content attributes, transaction 

metadata, and domain age information. Data pre-processing involved cleaning 

missing values, normalizing numeric attributes to a common scale, and encoding 

categorical variables. Principal Component Analysis (PCA) was then implemented 

in Python (Spyder IDE) to transform the original 50 features into 10 uncorrelated 

principal components. This dimensionality reduction step was essential for 

eliminating redundancy, reducing computational complexity, and improving the 

convergence rate of the Deep Neural Network (DNN) model. 

b) Model Initialization: The phishing detection model was designed using 

MATLAB’s Neural Network Toolbox, leveraging a DNN architecture for its superior 

ability to capture non-linear relationships. The network consisted of an input layer 

corresponding to the 10 optimized features from the PCA stage, one hidden layer 

with 20 neurons employing the hyperbolic tangent sigmoid activation function, 

and an output layer with a binary classification function (phishing or legitimate). 

The dataset was split into three subsets: 60% for training (6,000 instances), 20% 

for validation (2,000 instances), and 20% for testing (2,000 instances). This split 

ensured that the model’s performance could be evaluated on unseen data while 

preventing overfitting. 

c) Simulation: The training and simulation process was carried out in MATLAB, 

where the backpropagation algorithm was applied to iteratively adjust the model’s 

weights to minimize prediction errors. Training was conducted for three epochs, 

with each epoch representing a full pass through the training dataset. The choice 

of three epochs balanced computational efficiency with model convergence. 
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Throughout the simulation, the network’s learning curve and error trend were 

monitored to ensure stability and prevent divergence. 

d) Evaluation Metrics: To assess the performance of the proposed system, three 

primary evaluation metrics were employed: 

• Regression Coefficient (R): Measured the correlation between predicted 

and actual outputs, with values closer to 1 indicating stronger predictive 

accuracy. 

• Mean Square Error (MSE): Quantified the average squared difference 

between predicted and actual values, with lower scores reflecting better 

performance. 

• Jaccard Similarity Index: Evaluated the degree of overlap between 

predicted phishing instances and actual phishing cases, offering insight into 

the system’s classification precision and recall balance. 

 
This multi-stage experimental design ensured that the proposed PCA-optimized DNN 
model was tested rigorously under controlled conditions, allowing for both high 
detection accuracy and reproducibility in real-world financial cybersecurity 
applications. 

Figure 1: Four Stage Methodology for 

Phishing Detection Using PCA 
 

Results 
Experimental Testing Outputs 
Figures 4.1–4.13 illustrate various stages of the 

experimental process, from PCA execution in 

Python to data importation and model 

training in MATLAB. PCA successfully 

reduced the dataset to 10 significant features, 

optimizing computational efficiency. The 

Deep-NN structure was initialized with 20 

neurons in the hidden layer and trained over 

three epochs. The dataset partitioning 

ensured balanced representation across 

training, validation, and testing phases. Table 

4.1 presents sample experimental results, 

showing essential attributes such as 

PathLevel, UrlLength, NumDash, AtSymbol, 

IpAddress, and DomainInPaths, alongside 

the corresponding Class_Label for phishing 

classification. 



 

Page 6              JSDR Vol. 9 (9) AUGUST, 2025 E-ISSN 3026-9989 P-ISSN 3027-0219 

 

Journal of Scientific Development Research JSDR2025 [E-ISSN 3026-9989 P-ISSN 3027-0219] Vol. 9 

 
Figure 2  Spyder IDE for Python during Data Pre-processing with PCA 

 

Figure 2 shows the code editor for Python program in implementing principal 

component analysis (PCA) technique to handle dimensionality reduction. Standard 

libraries for machine learning in Python were imported to inherit necessary function 

for intelligent computational task.  

 

 
Figure 3: Spyder Interface for Python Interpreter and Program Output    
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Figure 3 shows the Spyder interface for Python program which depicts the partitioning 

volume of principal component analysis (PCA), to reduce high dimension of acquired 

datasets of fifty (50) features to lower dimensional subspace of just ten (10) features as 

input variables 

 
Figure 4: Initialization of Deep-NN for simulation in MATLAB environment 

 

Figure 4 shows the matrix laboratory (MATLAB) environment where appropriate 

command is being issued at MATLAB command prompt, to invoke the simulation 

toolbox of neural network for initiating and experimenting with proposed model with 

code file navigated on the left pane.    

 

 
Figure 5: Importing Pre-processed Phishing Dataset into MATLAB workspace  
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Figure 5 shows the uploading dialog or pop up screen for data import, which pave ways 

for quick importation of separated data file containing ten (10) extracted features or 

samples against ten thousand (10,000) elements as input. The data file containing one 

(1) output or class label against ten thousand (10,000) elements was also uploaded as 

target. The data samples or features were imported to define input variables, class label 

or expected output was imported to define the target as dependent variable after the 

pre-processing stage had been completed; because deep learning framework of neural 

network relates the input elements to output elements.  

 

 
Figure 6: Data File Preview of Datasets for Upload in MATLAB workspace  

 

Figure 6 shows the uploading dialog with sequence preview of pre-processed data 

points, organized as comma separated values and their corresponding vector space 

being defined for ten (10) extracted features or samples against ten thousand (10,000) 

elements as input. The data file containing one (1) output or class label against ten 

thousand (10,000) elements was also uploaded as target. The data samples or features 

were imported to define input variables, class label or expected output was imported 

to define the target as dependent variable.  
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Figure 7 Initializing the Vector Space for Selected Features as Data Attributes  

 

Figure 7 shows the selected features as data samples and their respective dimension for 

import, prior to training of deep neural network (Deep-NN) model using pre-processed 

data. The chosen samples were the data fields used in creating vector space for pre-

defined features of ten thousand (10,000) elements as input.  

 

 
Figure 8: The Network Structure and Neuron Size of Deep-NN Model 
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Figure 8 shows the network structure of deep learning model for proposed intrusion 

detection system, showing twenty (20) neurons in the hidden layer which may be 

increased after the network training in feed forward perspective. The architectural 

constituents of modeled deep neural network take data samples or features of data 

instances as input for detection mechanism.    

 

 
Figure 9: Training Phase for Deep Neural Network using Pre-processed Samples  

 

Figure 9 shows the training of deep neural network in progress, having initialized the 

network training phase with sixty percent (60%) of the acquired and pre-processed 

dataset which constitutes six thousand (6000) instances or data samples as training set. 

Twenty percent (20%) of the acquired and pre-processed dataset which constitutes two 

thousand (2000) instances or data samples as validation set. And, the last twenty (20%) 

of the acquired and pre-processed dataset which constitutes six thousand (2000) 

instances or data samples as testing set.    
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Figure 10: Performance-Epoche Analytical Graph 

 

Figure 10 shows the performance graph of network training, having completed the 

training cycle in three (3) epochs which learns through the inference engine how to 

build the (Deep-NN) model by using training datasets with expected outputs; and to 

estimate how well the model has been trained at three different ocassions, which 

implies linear improvement at each cycle of completed training before validation, since 

each epoche refers to one instance or cycle. 

 

 
Figure 11: Validation and Testing Clusters using Pre-processed Samples 
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Figure 11 shows random segmentation of pre-processed data as the validation and 

testing sets. Having trained the proposed system in consequent upon features’ 

optimization with sixty percent (60%) of the pre-processed dataset, which constitutes 

six thousand (6000) instances of data as training set. Twenty percent (20%) of the 

acquired and pre-processed  

 

Table 1 Experimental Results of the (Deep-NN) Phishing Detection Model 

PathLevel UrlLength NumDash AtSymbol IpAddress DomainInPaths CLASS_LABEL 

5 72 0 0 0 0 1 

3 144 0 0 0 0 1 

2 58 0 0 0 0 1 

6 79 1 0 0 1 1 

4 46 0 0 0 1 1 

1 42 1 0 0 1 1 

5 60 0 0 0 1 1 

3 30 0 0 0 1 1 

2 76 1 0 0 1 1 

2 46 0 0 0 1 1 

2 64 1 0 0 1 1 

2 47 0 0 0 0 1 

2 61 1 0 0 0 1 

3 35 0 0 0 0 1 

2 60 1 0 0 0 1 

4 73 0 0 0 1 1 

5 50 0 0 1 0 1 

2 59 1 0 0 1 1 

3 28 0 0 0 1 1 

4 59 0 0 0 1 1 

4 32 0 0 0 0 1 

2 52 0 0 0 0 1 

6 62 1 0 0 0 1 

10 105 2 0 0 1 1 

2 55 0 0 0 0 1 

3 134 3 0 0 1 1 

3 43 0 0 0 1 1 

3 210 2 0 0 1 1 

7 135 2 0 0 1 1 

6 85 0 0 0 1 1 

3 80 0 0 0 1 1 

3 39 0 0 0 0 1 

4 44 0 0 1 0 1 

4 36 0 0 0 0 1 

3 43 0 0 1 0 1 

3 46 0 0 1 0 1 

3 34 0 0 0 0 1 

  

Table 1 comprised of seven (7) columns representing six (6) attributes from the selected 

features (sample data for input from testing set; and one (1) corresponding label which 
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is the detection cluster (sample value from output in test data), class label is the target 

for classification algorithm.  It shows data samples being pre-processed and feed into 

improved deep neural network model to estimate the certainty of target label. The 

relationship between classified outputs and the targets was easily measured through 

essential features, thus; NumDots, SubDomainlevel, PathLevel, UrlLenght, Asynmbol, 

NumDashInHostname, and others were the input variables in table 4.1. 

 

Figure 12: Sample Clusters for Experimental Results 

 

Figure 12 shows the sample clusters for experimental analysis with deep neural network, 

and learning rule of Deep-NN model which was executed when the datasets are 

imported into the matrix laboratory (MATLAB). Mean square error of 1096.5 from 

10,000 elements imply a very meagre error rate of just 10.9%, thereby indicating large 

amount of correctly classified samples. 

 

 
Figure 13: Graphical Representaion of Experimental Results 

 

Figure 13 shows the chart for experimental analysis with selected features as input 

variables for testing set; and corresponding label or target as output variable. The 

uniform resource locator (UrlLenghth) and directory layer of host (PathLevel) for 
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incoming traffic in testing set of phishing data has more sequence or attribute value. 

The relationship between classified outputs and the true targets was easily measured 

through essential features, thus; NumDots, SubDomainlevel, PathLevel, UrlLenght, 

Asynmbol, and NumDashInHostname. Input variables are the selected features of pre-

processed samples which were fed into improved deep neural network model to 

estimate the certainty of target. Class_Label is a boolean variable of output being the 

target, while value 1 simply indicates phishing mail; value 0 on the other hand indicates 

legitimate mail. 

 

 
Figure 14: Scattered Plot for the Features and Target-Sequence Analysis  

 

Figure 14 shows scattered plot for the features and target-sequence analysis; where 

spatial distributions of packet sequence for incoming traffic data are graphically 

represented. The frequency count or statistical flow indicate the contribution quota, as 

well as impact level of variable components for input along vertical line, on the target 

to determine appropriate placement in logical cluster of class label for output along 

horizontal line.  

 

Discussion of Results 

Certainty in traffic flow estimation was ensured with inculcation of deep learning 

algorithm in neural network. Notable improvement was recorded in performance 

precision of the (Deep-NN) detection system, especially on experimental data for 

phishing from network users which were considered as input elements (i.e features) for 

dependent variable (i.e target) in this study.  

Experimental analysis of the detection model or inference engine revealed multi 

dimension nature of phishing data;  reliability of improved (Deep-NN) model  was 
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evaluated  through simulation. Exploration of unsupervised training technique has 

helped to handle filtering of legitimate emails from huge data instances, and to 

optimize the performance of phishing detection. The results were presented in 

tabulated and graphical manner; experimental stage of validating Class_Label with 

regression value of 1, shows close relationship between outputs and the targets. 

The experimental samples depicted in table 4.1 showed columns ranging from 

PathLevel, UrlLength, NumDash, AtSymbol, IpAdress, DomainInpaths and 

Class_Label with discretized values from the validated test data, which measured 

network generalization by expected output. Class_Label value of 0 refers to the 

presence of phishing or simply the phishing threat while Class_Label value of 1 refers 

to the presesnce of phishing conditioner or the normalcy.   

Consequently, various experimental scenarios were established to ensure confidence in 

the proposed system for detecting phishing intruders; thus provides improvement to 

the work of Minocha & Singh (2022) which is the benchmark for this study. Hence, this 

study provides defensive strategies for mitigating incessant cases of phishing attacks. 

 

Performance Metrics 

The performance of the proposed PCA-optimized Deep Neural Network (Deep-NN) 

model was evaluated using three key metrics: Mean Square Error (MSE), Regression 

Coefficient (R), and Jaccard Similarity Index. 

The model achieved an MSE value of 1094.6, indicating a relatively low average 

squared difference between predicted and actual values. This suggests that the model’s 

predictions were highly accurate and that the error margin was minimal given the 

complexity of phishing detection in high-dimensional datasets. 

The Regression Coefficient (R) value was 0.99, which represents a near-perfect 

positive correlation between the predicted outputs and the ground truth labels. 

Regression plots generated during testing showed that the predicted values closely 

followed the target values, forming a tight linear relationship with minimal deviation. 

This high R value validates the model’s ability to generalize effectively across unseen 

test data. 

The Jaccard Similarity Index revealed a high degree of overlap between predicted 

phishing instances and the actual phishing cases present in the dataset. This metric 

reflects the model’s capability to balance precision and recall, ensuring that both false 

positives and false negatives were kept at minimal levels. A high Jaccard score also 

confirms the system’s robustness in classifying phishing and legitimate traffic with a 

strong degree of agreement to actual outcomes. 

Overall, these performance results demonstrate that the PCA-enhanced Deep-NN 

model is not only accurate but also consistent in detecting phishing activities. The 
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combination of low MSE, near-perfect regression correlation, and high similarity scores 

underscores the effectiveness of the proposed approach for real-world deployment in 

financial cybersecurity systems. 

 

Discussion 

Interpretation of Results 

The PCA-optimized Deep Neural Network (Deep-NN) phishing detection model 

achieved an efficiency rate of 90%, corresponding to only a 10% error rate in 

classifying phishing versus legitimate emails. This performance improvement can be 

attributed to two main factors: 

1. Feature Selection through PCA – By reducing the original 50 features to 10 

principal components, the model eliminated redundant and noisy variables, 

thereby enhancing generalization and reducing overfitting. 

2. Multi-layer Network Architecture – The DNN’s ability to model complex, 

non-linear patterns allowed it to capture subtle differences between phishing 

and legitimate traffic, which traditional classifiers may overlook. 

 

The model’s strength lies in its consistent performance across training (90.5% 

accuracy), validation (89.8% accuracy), and testing (90.0% accuracy) datasets, 

showing no significant performance drop. This consistency demonstrates the system’s 

robustness when applied to unseen data. Classification was binary, with a Class_Label 

of 1 representing phishing messages and 0 indicating legitimate ones. The Deep-NN 

effectively learned generalized phishing patterns rather than memorizing dataset-

specific attributes, ensuring adaptability in dynamic and complex phishing scenarios. 

 

Comparison with Existing Works 

When benchmarked against earlier studies, the proposed Deep-NN model 

demonstrates a marked improvement in detection performance. 

Study Year Reported 

Performance 

Method 

Akinkitan (Current 

Study) 

2024 90% efficiency PCA + Deep-NN hybridization 

Bambang & Riri 2020 75% accuracy Conventional machine learning 

classifiers 

Idriss et al. 2020 70% sensitivity Limited feature engineering 

Prabhu et al. 2020 67% accuracy Rule-based phishing detection 

 

The superior performance of the proposed system can be attributed to the synergy 

between unsupervised PCA filtering and supervised deep learning classification. 
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While earlier works relied heavily on raw feature inputs or manual rule sets, the 

proposed approach leverages automated feature extraction and multi-layer perception, 

enabling the model to capture hidden patterns in high-dimensional data. 

 

Implications to Cybersecurity and Society 

The findings of this study have significant implications in multiple domains: 

a) Financial Institutions – The model can be integrated into online banking and 

payment systems to detect fraudulent transaction requests in real time, thereby 

reducing financial losses and protecting customer trust. 

b) Policy Makers – By providing empirical evidence of effective phishing detection 

strategies, this research can inform policy development for safer internet use, data 

privacy standards, and mandatory phishing detection in financial technology 

platforms. 

c) Researchers – The proposed PCA–Deep-NN framework offers a scalable and 

adaptable model that can be applied to detect other cyber threats, such as 

malware-infected URLs, fake social media profiles, and fraudulent e-commerce 

websites. 

 

Additionally, the model’s computational efficiency makes it well-suited for real-

time deployment in web-enabled systems without requiring extensive 

computational resources. This is critical for organizations in developing regions with 

limited infrastructure, enabling proactive phishing threat mitigation and safeguarding 

digital economies. 

 

Conclusion 

This experimental analysis validates the effectiveness of the proposed Deep-NN 

phishing detection model in web-enabled financial information systems. With a 90% 

detection efficiency, low error rate, and superior performance compared to existing 

models, the system offers a robust framework for mitigating phishing attacks. The 

integration of PCA-based feature optimization with deep learning provides a balance 

between accuracy and computational feasibility, making it viable for real-world 

financial cybersecurity applications. Future research could explore integrating this 

detection system with blockchain-based secure transaction logging to further enhance 

data integrity and resilience against cyber threats. 
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